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Summary

We propose a new method for generating graphs with

communities that is not only faster but also has a more

natural interpretation than the current state of the art.

Introduction

The standard and extensively used method for generat-

ing artificial networks is the LFR graph generator [6].

This model has some scalability limitations and it is chal-

lenging to analyze it theoretically. Moreover, the mixing

parameter µ, the main parameter of the model guiding

the strength of the communities, has a non-obvious inter-

pretation and so can lead to unnaturally-defined networks.

We provide an alternative random graph model with

community structure and power-law distribution for both

degrees and community sizes, the Artificial Benchmark

for Community Detection (ABCD graph). We show that

the new model solves the three issues identified above and

more. Indeed, it is fast, simple, and can be easily tuned

to allow the user to make a smooth transition between

the two extremes: pure (independent) communities and

random graph with no community structure. We illustrate

the latter in Figure 1, where all graphs have the same

degree distribution and community sizes. The three graphs

correspond to increasing values of the mixing parameter

µ (for LFR) or ⇠ (for ABCD). Edges that fall between

vertices in the same community are coloured accordingly.

We see strong communities for the leftmost plots, and

noisy yet still coherent communities for the middle plots.

The rightmost plots illustrate our point regarding one of

the main di↵erences between LFR and ABCD. For LFR,

in the top right plot, we see almost no edges within each

community so the model generates “anti-communities”.

With ABCD, we see a random looking graph, where the

number of edges within each community is proportional

to the number of vertices that belong to it, as expected in

a random graph.

Figure 1: Examples of graphs generated by the LFR

model (top) and by the ABCD model (bottom).

ABCD Models

We briefly discuss the di↵erent flavours of the ABCD

benchmark—full details can be found in [4]. As with LFR,

for a given number of vertices n, we start by generating a

power law distribution both for the degrees and community

sizes. Those are governed by the power law exponent

parameters (�,�). We also provide extra information to

the model, again as with LFR, namely, the average and

maximum degree, and the range for the community sizes.

For each community, we generate a random commu-

nity subgraph using either the Configuration Model (CM,

see[2]) which preserves the exact degree distribution, or

the Chung-Lu model (CL, see [3]) which preserves the ex-

pected degree distribution. We also generate a background

random graph with the same degree distribution. The

mixing parameter ⇠ guides the proportion of edges which

are generated via the background graph. In particular,

when ⇠ = 1, the graph has no community structure while

with ⇠ = 0 we get disjoint communities. In order to gener-

ate simple graphs, we may have to do some re-sampling or

edge re-wiring, which are described in [4]. This two-step

process is similar to the highly scalable BTER model [5].

With this process, larger communities will get slightly

more internal edges (in proportion) due to the background

graph. In order to provide a variant where the expected
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proportion of internal edges is the same for every com-

munity (as with LFR), we also provide a “local” version

of ABCD where the mixing parameter ⇠ is adjusted for

every community.

Performance

We compare e�ciency of the generating algorithms. All

the results were obtained on a single thread of Intel Core

i7-8550U CPU @ 1.80GHz, run under Microsoft Windows

10 Pro, and performing all computations in RAM. The

computations for LFR were performed using the C++

language implementation
1
. For ABCD, the Julia 1.3

language implementation was used [1] in order to ensure

high performance of graph generation, while keeping the

size of the code base small. We tested all four combinations

of the ABCD model (Chung-Lu vs. Configuration Model,

and global vs. “local” ⇠’s). We show some results in

Figure 2 where we vary the number of vertices from under

10,000 to 500,000. We see a roughly 100-fold speedup with

the ABCD models.

Figure 2: Generation times in seconds of the LFR and

the ABCD models.

Properties

Next, we compare graphs generated with the LFR and the

ABCD benchmarks via some graph statistics: clustering

coe�cient (the average vertex transitivity), eigenvector

centrality, the global transitivity, and the average shortest

paths length (approximated via sampling). We generated

graphs with 100,000 vertices, average degree 25, maximum

degree 500 and power law exponent � = 2.5; for the

community sizes, we used power law exponent � = 1.5

with sizes between 50 and 2000. The mixing parameter
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for LFR is set to µ = 0.2 and, in order to compare

similar graphs, for the ABCD algorithm we derive the

corresponding ⇠.

In Figure 3, we report the distribution of the graph

properties obtained by generating 30 graphs each using

LFR as well as 4 variations of ABCD: CM and CL

respectively with the (g)lobal or (l)ocal ⇠’s. The results of

these experiments show high similarity of the generated

graphs, in particular, when the configuration model is

used. Indeed, some graph parameters that are sensitive

with respect to the degree distribution (such as clustering

coe�cient) are not as well preserved for the Chung-Lu

variant of the model, which is natural and should be

expected. Having said that, all graph parameters we

evaluated are relatively well aligned.

Figure 3: Comparing properties of LFR and ABCD

graphs.
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