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Summary

Investigating the frequency and distribution of small subgraphs with a few nodes/edges, i.e., motifs, is an effective analysis method for stationary networks. Motif-driven analysis is also useful for temporal networks where the number of motifs is significantly larger due to the additional temporal information on edges. This variety makes it challenging to design a temporal motif model that can consider all aspects of temporality. In this work, we survey the existing temporal network motif models, discuss the advantages and limitations, and present a comparative evaluation. We argue how the different aspects of temporal networks are considered in each model. In the evaluation, we focus on the timing parameters and investigate the parameter space for temporal adjacency among events. We believe that our comparative survey and authentic evaluation will catalyze the research on temporal motifs.

Motivation

Temporality brings new challenges for network analysis. Motif-driven techniques, for instance, should consider the temporal information on edges which significantly increases the number motifs with respect to stationary networks. Order of the edges, inter-event time intervals, and durations are some of the aspects that need to be incorporated. Thus, it is beyond non-trivial to design a temporal network motif model that considers all those characteristics while being practical. There are several studies that propose temporal motif models. Those studies are introduced in various subfields of computer and network science, thus mostly unaware of each other. Consequently, there does not exist a unified approach that can address the limitations of those models while leveraging their novelty.

Temporal Motif Models

To the best of our knowledge, there are four models for temporal network motifs:

- Kovanen et al. [2] proposed the first model and introduced the notion of temporal adjacency to relate the events in a motif.
- Song et al. [4] introduced another model that aims streaming workloads where the motifs are found on-the-fly and the events can be partially ordered.
- Hulovatyy et al. [1] incorporated the induced subgraph idea to improve Kovanen et al.’s model and also discussed the events with durations.
- Paranjape et al. [3] proposed a practical model where the timing constraints are specified with respect to all the events in a given motif.

There are several aspects of temporal networks and motifs that are handled in a different way in each of those four models. Table 1 presents an overview. Here we discuss only two of those:

Motif as induced subgraph. Considering all the edges among a given set of nodes (rather than selecting a subset) has been shown to be more effective in motif-based analysis for stationary networks. Because the non-induced motifs become artificially recurrent and shadows the importance of larger induced structures. For instance, an induced square motif (1→2, 2→3, 3→4,1→4) implies that no diagonal edges exist (i.e., 1→3 and 2→4 do no exist) whereas a non-induced square motif has no such restriction (i.e., every 4-clique is also a square). In the temporal network context, the first model in [2] does not require a motif to be induced. However, [1] argues that the temporal motif must be induced. [3] also requires the motifs to be induced as long as the events satisfy the timing constraints. Song et al. [4], on the other hand,
Table 1: Aspects of temporal motif models

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Induced subgraph</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Event durations</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Partial ordering</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Consecutive events</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Directed edges</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Node/Edge labels</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Adjacent events in $\Delta_C$</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>Entire motif in $\Delta_W$</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

approach the issue from a different perspective and argues that non-induced temporal motifs are useful if the network is streaming.

**Timing Constraints.** Connectivity in the temporal dimension is a key feature for temporal motif models. Kovanen et al. proposed a model where each consecutive event pair should occur close in time and ensured this by defining an upper bound for the difference between the timestamps [2]. Formally, they define the temporal motif as a connected temporal subgraph such that for any pair of consecutive events that share a node, the time difference should be less than $\Delta_C$. The same approach is also used by Hulovatyy et al. [1] for timing constraints. Note that both models require graph connectivity to consider consecutive events. On the other hand, [4] and [3] consider a window-based temporal connectivity where all the events in a temporal motif occur within a given time interval, denoted as $\Delta_W$. One can consider to use both parameters to have a trade-off between the two extremes of $\Delta_W$ and $\Delta_C$. Note that, depending on the number of events in the temporal motif, one of those two timing constraints can be useless for certain values of $\Delta_W$ and $\Delta_C$. Given a motif with $m$ events and $\frac{\Delta_C}{\Delta_W}$ ratio, we have the following:

$$
\text{Constraints} = \begin{cases} 
\Delta_C & \text{if } 0 \leq \frac{\Delta_C}{\Delta_W} \leq \frac{1}{m-1} \\
\Delta_C, \Delta_W & \text{if } \frac{1}{m-1} < \frac{\Delta_C}{\Delta_W} < 1 \\
\Delta_W & \text{if } \frac{\Delta_C}{\Delta_W} \geq 1 
\end{cases}
$$

**Experiments**

We evaluate the four temporal motifs on various temporal and directed network datasets from several domains, including phone messages, emails, Facebook wall interactions, posts in Q/A websites, and call detail records (CDR). We study two sets of motifs in our evaluations; 1) Three-node, three-event motifs, 2) Square (four-node, four-event) motifs. Note that we only consider the motifs that grow as a single component, by adding one event at a time.

We observe that the temporal motif models that only consider the time window ($\Delta_W$) amplify the repetitive motifs where interactions are in the form of repetitions, ping-pongs, and bursts. Enforcing the $\Delta_C$ constraint helps to find less motifs of this type since each consecutive event pairs should be close to each other. Comparing the only $\Delta_C$ and only $\Delta_W$ counts, we see that the number of repetitive motifs is reduced by nearly 40 percent, while the reduction in the other motif types is significantly less.

The models which only consider $\Delta_C$ also have defects. Since $\Delta_C$ does not bring any control in the motif timespan (difference between the last and first events); timespans follow a normal distribution where the mean is close to the $\Delta_C$ values. By bringing the time window constraint to the model, the distribution becomes uniform, which implies that the motifs with various timespans are equally likely to be discovered.
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