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Summary

We bridge numerical and combinatorial approaches and

propose a family of convex optimization formulations for

local graph clustering based on the idea of diffusion with

p-norm network flow for p ∈ (1,∞). We characterize the

optimal solutions for these problems and show their use-

fulness in finding low conductance cuts around input seed

set. We prove quadratic approximation of conductance

in the case of p = 2 similar to the Cheeger-type bounds

of spectral methods, constant factor approximation when

p→∞ similar to max-flow based methods, and a smooth

transition for general p values in between. We show that

the proposed problem can be solved in strongly local run-

ning time for p ≥ 2 and we conduct empirical evaluations

on both synthetic and real-world networks to illustrate

our approach compares favorably with existing methods.

Introduction

Exploiting small-scale local structures inside massive

graphs is of central importance in many areas of applied

mathematics and machine learning, e.g. community detec-

tion in networks [13, 6, 5] and PageRank-based spectral

ranking of webs [10, 4]. In this work, we consider local

graph clustering as the task of finding a community-like

cluster around a given set of seed nodes, where nodes

in the cluster are densely connected to each other while

relatively isolated to the rest of the graph.

An algorithm is called strongly local if it runs in time

proportional to the size of the output cluster rather than

the size of the whole graph. Strongly local algorithms

for local graph clustering are predominantly based on the

idea of diffusion, which is the generic process of spread-

ing mass among vertices by sending mass along edges.

Historically, the most popular diffusion methods are spec-

tral methods [7, 8, 2], due to the ease of implementation,

efficient running time and good performance in many con-

texts. However, it is also known in theory and in practice

that spectral methods can spread mass too aggressively

and they might fail to find the right cluster when struc-

tural heterogeneities exist. Recent diffusion methods are

based on the combinatorial idea of max flow exploiting the

canonical duality between flow and cut [12, 3, 9]. These

methods offer improved theoretical guarantees in terms of

locating local cuts, and have been shown to outperform

spectral methods in practice for pathological cases. How-

ever, combinatorial methods are generally accepted to be

more difficult to understand and implement due to the

more complicated underlying dynamics.

In this work, we propose and study a family of primal

and dual convex optimization problems for local graph

clustering. We call the primal problem p-norm flow diffu-

sion, parameterized by the Lp-norm used in the objective

function, and the problem defines a natural diffusion model

on graphs using network flow. We call the dual problem

as the q-norm local cut problem where q defines the dual

norm of p (i.e. 1/p+ 1/q = 1). The optimal solution to

the q-norm local cut problem can be used to find good

local clusters with provable guarantees. We note that

almost all previous diffusion methods are defined with the

dynamics of the underlying diffusion procedure, i.e. the

step-by-step rules of how to send mass, and the analysis of

these methods is based on the behaviors of the algorithm.

On the other hand, our work starts with a clear optimiza-

tion objective, and analyze the properties of the optimal

solution independent from what method is used to solve

the problem. This top-down approach is distinct in theory,

and is also very valuable in practice since the de-coupling

of objective and algorithm gives the users the freedom at

implementation to choose the most suitable solver based

on availability of infrastructure and code-base.

Diffusion as Optimization

We consider a diffusion on a graph G = (V,E) as the task

of spreading mass from a small set of nodes to a larger set

of nodes. Given the signed incidence matrix B and two

functions ∆, T : V → R≥0, we propose the following pair

of convex optimization problems, which are the p-norm

flow diffusion

minimize ‖f‖p
s.t. BT f + ∆ ≤ T

(1)
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and its dual formulation with q such that 1/q + 1/p = 1

maximize (∆− T )Tx

s.t. ‖Bx‖q ≤ 1

x ≥ 0

(2)

The function ∆ will specify the amount of initial mass

starting at each node, and the function T will give the

sink capacity of each node. We denote the density (of

mass) at a node v as the ratio of the amount of mass at v

over its degree. Naturally in a diffusion, we start with ∆

having small support and high density, and the goal is to

reach a state with bounded density enforced by the sink

function. This gives a clean physical interpretation where

paint (i.e. mass) spills from the source nodes and spreads

over the graph and there is a sink at each node where up

to a certain amount of paint can settle.

The solution to the dual problem x∗ ∈ R|V |≥0 gives an

embedding of the nodes on the (non-negative) real line.

This embedding is what we actually compute in the con-

text of local clustering. Our first main result is a novel

theoretical analysis that gives worst case guarantees on

the cluster obtained from x∗ using a standard sweep cut

procedure. In particular, suppose there exists a clus-

ter B with conductance φ(B), and we are given a set

of seed nodes that overlaps reasonably with B. Then

x∗ can be used to find a cluster A with conductance at

most O(φ(B)1/q). For p = 2, this result resembles the

Cheeger-type quadratic guarantees that are well-known

in spectral-based local graph clustering literature [11, 1].

When p → ∞, our conductance guarantee approaches a

constant factor approximation similar to combinatorial

diffusions, while achieving a smooth transition for general

p values in between. We observe in practice that our opti-

mization formulation can achieve the best of both worlds

in terms of speed and robustness to noise when p lies in

the range of small constants, e.g. p = 4.

Strongly Local Algorithm

We design a randomized coordinate descent variant that

obtains an ε accurate solution of (2) for p ≥ 2 in strongly

local running time O
(
d̂2

γ

( |∆|
ε

)2/q−1
log 1

ε

)
, where d̂ is the

maximum degree of nodes defined on the support of x∗,

γ is a strong convexity parameter bounded away from

zero, and |∆| is the amount of initial mass. Our analysis

illustrates a natural trade-off as a function of p between

robustness to noise and the running time for solving (2).

In particular, for p = 2 the diffusion problem can be solved

in time linear in the size of the local cluster, but may have

quadratic approximation error O(
√
φ(B)). On the other

hand, the approximation error guarantee improves when

p increases, but it also takes longer to converge to the

optimal solution. We demonstrate empirically that the

regime of p being small constants offer the best trade-offs

in general.
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